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Abstract

This study examines the impact of the pedagogical use of mobile auto-

matic speech recognition software (ASR) on the acquisition of the French

vowel /y/ in production and perception. The participants were 42 begin-

ner French students with no previous training in French phonetics and

exposure to speech recognition software. They were divided into three ex-

perimental groups: (1) the ASR Group used an ASR application installed

on their mobile devices to complete weekly pronunciation activities, with

immediate written visual (textual) feedback provided by the software; (2)

the Non-ASR Group completed the same weekly pronunciation activities

in individual weekly sessions with a teacher, who provided immediate

oral feedback using recast and repetitions; finally, (3) the Control Group

participated in weekly individual meetings “to practice their conversation

skills” with a teacher, who provided no pronunciation feedback. Follow-

ing a pre-test/post-test design, our findings indicate that the ASR Group

outperformed the other groups in French /y/ production, but not in per-

ception.

Key words: automatic speech recognition, pronunciation teaching, French

phonology, production, perception

Résumé

Cette recherche étudie l’impact de l’utilisation pédagogique des logiciels

mobiles de reconnaissance automatique de la parole (RAP) sur l’acquisi-

tion de la voyelle française /y/ dans la production et dans la perception.
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Quarante-deux participants étaient des débutants en français sans aucune

expérience préalable dans la phonétique et sans exposition à des logiciels

de reconnaissance de la parole. Ils ont été divisés en trois groupes expé-

rimentaux : (1) le groupe RAP a utilisé une application de RAP installée

sur des appareils mobiles pour compléter des activités hebdomadaires de

prononciation, avec une rétroaction immédiate écrite visuelle (textuelle)

fournie par le logiciel, (2) le groupe non-RAP a complété les mêmes ac-

tivités hebdomadaires de prononciation lors des rencontres individuelles

avec un professeur qui a fourni une rétroaction immédiate orale, et en-

fin, (3) le groupe de contrôle a participé à des rencontres hebdomadaires

individuelles avec un professeur pour pratiquer l’oral sans aucune rétro-

action. En suivant le design de pré-test/post-test, nos résultats indiquent

que le groupe RAP a dépassé les autres groupes dans la production de la

voyelle /y/, mais pas dans sa perception.

Mots-clés : reconnaissance automatique de la parole, enseignement de la

prononciation, phonologie du français, production, perception

Introduction

Automatic Speech Recognition (ASR) is a computer-based technology that

transcribes speech into readable text in real time. While ASR has been mainly

used for business dictation, recent developments in voice-to-text abilities have

encouraged its implementation in computer-assisted language learning (CALL —

e.g. Aist, 1999; Eskenazi, 1999; Hincks, 2003; Kim, 2006; Neri, Mich, Gerosa

and Giuliani, 2008). In the context of teaching pronunciation, Mak et al. (2003)

suggest two possible applications for ASR: (1) to teach pronunciation of a

foreign language (Kawai and Hirose, 2000); and (2) to assess students’ oral

production (Franco, Neumeyer, Digalakis and Ronen, 2000; Witt and Young,

2000). These applications have been investigated in a variety of studies that

demonstrate that computer-assisted pronunciation teaching (CAPT) via ASR

can be effective in the acquisition of second (L2) or foreign language features

such as phonemes, stress, and general pronunciation skills (e.g. Chun, 1998;

Hardison, 2004; Hincks, 2005; Kim, 2006; Levis, 2007; Neri et al., 2008). In

addition to these benefits, ASR technology fulfills most of the criteria proposed

by Chapelle and Jamieson (2008) for selecting pronunciation software and ac-

tivities to develop speaking skills. Specifically, ASR allows for: (1) learner fit

(ASR is useful for learners, allowing them to identify needed features); (2) ex-

plicit teaching (ASR can be used to focus on particular pronunciation features);

(3) opportunities for interactions with the computer; (4) comprehensible feed-

back; and (5) the development of strategies to learn new features on their own.

The main goal of this study is to explore the use of mobile ASR as a peda-

gogical tool to improve pronunciation teaching and learning of French as a sec-
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ond language. In the investigation, we focus on the acquisition of the French

phoneme /y/ (as in tu /ty/ ‘you’) for two main reasons: (1) the sound is highly

difficult to acquire in both production and perception (e.g. Baker and Smith,

2010; Levy and Law II, 2010; Rochet, 1995); and (2) it has a high functional

load in the target language (Jenkins, 2002; King, 1967), as it is used to dis-

tinguish many French minimal pairs such as au-dessous /od.su/ ‘below’ and

au-dessus /od.sy/ ‘above’. To our knowledge, there are no studies that have

investigated the use of ASR on mobile devices for pronunciation teaching (see

also Godwin-Jones, 2009, for a similar observation).

Background

ASR in the acquisition of second language pronunciation

The majority of the studies that have investigated the effects of ASR on the

acquisition of L2 pronunciation skills have shown that this technology can be

effective. For instance, Neri et al., (2008) investigated whether a CAPT system

can help learners improve word-level pronunciation skills in English at a level

comparable to that achieved through traditional teacher-led training. Their re-

sults showed that the pronunciation quality of isolated words improved sig-

nificantly after ASR-based treatment. Kim (2006) examined the reliability of

ASR software used to teach English pronunciation. The oral production of 36

students was compared to pronunciation scores determined by native English

speaking instructors. Although the results indicated that ASR technology is still

not as accurate as human analysis, the author concluded that the software may

be useful for student practice with certain aspects of pronunciation (see also

Dalby and Kewley-Port (1999), LaRocca, Morgan and Bellinger, (1999) and

Mostow and Aist (1999) for other similar positive results).

In sum, the available literature suggests that ASR technology may have

positive effects on the acquisition of L2 pronunciation. In this context, our

study will provide more data and analyses on the effects of ASR on pronuncia-

tion, from a French L2 perspective. More importantly, it will address a gap in

the literature via the implementation of a specific type of ASR, one that is easily

accessible via smartphones and media players. We thus hypothesize that learn-

ers will also benefit from the technology if it is offered in a portable format.

Mobile technology and second language acquisition

The use of mobile devices for language learning has sparked the interest of an

increasing number of researchers over the last decade, particularly for vocabu-

lary acquisition (e.g. Kiernan and Aizawa, 2004; Kennedy and Levy, 2008;

Thornton and Houser, 2005; Stockwell, 2008). For instance, Thornton and

Houser (2005) found that the participants who received lessons via their phones
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learned more vocabulary than those who accessed vocabulary through the web

or print resources. In a more recent study, Kennedy and Levy (2008) investi-

gated the use of SMS (short message service) to support vocabulary learning

in L2 Italian. The authors concluded that the students appreciated the experi-

ence overall and found it useful and enjoyable. For similar positive results on

the pedagogical benefits of mobile phones, see Kiernan and Aizawa (2004) and

Stockwell (2008).

Despite these encouraging results, Kukulska-Hulme and Shield (2008) ob-

serve that Mobile Assisted Language Learning has not yet been embraced on

a large scale and has not yet received sufficient research for its full potential as

a pedagogic practice to be recognized. Consistent with Godwin-Jones’ (2009)

observation, as indicated earlier, we are not aware of any study that investigates

the use of ASR on mobile devices and its effects on L2 phonological acquisi-

tion. To assess the viability of using mobile ASR technology and test its effects

on learning, we focused on the acquisition of L2 French /y/.

French /y/ and its acquisition

The target French pronunciation feature examined in this study is the vowel

/y/. This is an ideal target phoneme for pronunciation instruction because, as

mentioned earlier, /y/ is highly problematic for speakers of a variety of first

languages (e.g. English, Mandarin, Spanish) in both production and perception

(Baker and Smith, 2010; Levy and Strange, 2008). According to Flege’s (1995)

Speech Learning Model, during acquisition, speech perception becomes at-

tuned to the contrastive phonic elements of the L1 and thus learners may fail

to discern the phonetic differences between sounds in the L2. In the case of

French /y/, this phonemically distinct sound is thus “assimilated” into a simi-

lar phoneme in the learner’s L1 (e.g. /u/ or /i/ for English and Farsi speakers,

respectively).

In addition to its difficulty in production and perception, /y/ has a high

functional load (King, 1967), a concept used to describe the extent and degree

of contrast between linguistic units, usually phonemes. In phonology, it is a

measure of the work that two phonemes do to maintain phonemic contrast in

all possible environments. Consequently, certain phonemes in a language have

higher functional loads than others depending on the degree in which they con-

trast meaning. For instance, French /u-y/ is used to distinguish French minimal

pairs such as au-dessous /odsu/ ‘below’ from au-dessus /odsy/ ‘above’, an al-

ternation that may change considerably the intended meaning of the speaker.

Because many languages (L1s) lack this phoneme, it is essential that it be mas-

tered early on in order to not compromise meaning in the target language. This

is one of the arguments that Jenkins (2002) used in her rationale for her English

as a Lingua Franca approach, particularly in deciding priorities for pronuncia-
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tion teaching. According to the author, priority should be given to sounds that

have a high functional load. We believe that /y/ fulfills this requirement.

Research questions

This study set out to answer the following two general research questions:

1. Does ASR-based pronunciation practice using a mobile device improve

French L2 /y/ production?

2. Does ASR-based pronunciation practice using a mobile device improve

French L2 /y/ perception?

We hypothesized that the use of ASR would have a positive effect on /y/ pro-

duction, and that learners would be able to extend the newly acquired produc-

tive skill into perception, based on the assumption that perceptual learning may

transfer to L2 speech production (e.g. Rochet, 1995; Bradlow, Pisoni, Yamada

and Tohkura, 1997). We define perception as the participant’s ability to dis-

criminate between a set of options, namely /y/, /u/ and /i/ embedded in words,

phrases and sentences.

Methodology

Participants and design of the study

Forty-two L2 French students participated in this study (average age: 22; 30 fe-

male, 12 male). All participants were recruited from two French courses at two

Anglophone universities in Montreal; they were either native English speakers

or had native-like proficiency in English. In addition, all participants had a be-

ginner level of proficiency in French and, accordingly, had not yet acquired the

target phoneme /y/. Figure 1 illustrates the design of this study.

The study followed a pretest/posttest design and lasted five weeks. The

participants were randomly assigned to one of three distinct groups (Table 1).

The “ASR group” corresponded to the group that practiced French pro-

nunciation with mobile ASR on an iPod or iPhone, using a commercial (but

free) ASR application (Nuance’s Dragon Dictation). The students completed at

home, on a weekly basis, five 20-minute pronunciation activities that consisted

of reading aloud of target words and phrases, using the ASR software installed

on their mobile devices. After each reading attempt, students were provided

with immediate written visual feedback via an orthographic representation of

their attempt (speech-to-text analysis). To illustrate, if students attempted to

pronounce the word pure but they read pour or pire as the written (visual)

result, this should indicate that their pronunciation was incorrect, thus requir-

ing another attempt (in some exceptional case, slow connection or background

noise would affect it, but students were aware of it). Students were asked to
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FIGURE 1

Design of the study

spend one minute per word/phrase, for a total of 20 minutes. They were also

asked to indicate, in a form, the number of times they repeated each form until

they were able to produce it accurately, or until their 1-minute limit had ex-

pired. The “Non-ASR Group”, on the other hand, did not have access to mobile

ASR. However, they completed the same activities (i.e. reading aloud the same

words and phrases) in individual, weekly 20-minute sessions with a French

teacher, who provided immediate oral feedback on their pronunciation using

recast and repetitions. Finally, the “Control Group” participated in weekly indi-

vidual 20-minute meetings with the goal of practicing their conversation skills

with a French teacher, who provided no feedback on /y/ pronunciation.

Procedures: Tasks

The study employed a mixed-methods approach, using a pre/post-test research

design followed by surveys and interviews with the participants. For the pre/post-

test’s production and perception tasks used to measure students’ pronunciation

capabilities, we employed CAN-8 VirtuaLab, “an interactive, multimedia tool

used for the instruction of modern languages” with which the participants were

familiar.

The production task consisted of the reading aloud of words and phrases,

which were recorded using CAN-8. We targeted 20 instances of /y/ (plus 15 dis-

tractors) in 19 words (Table 2), carefully selected so that the target /y/ occurred
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TABLE 1

Summary of groups and related tasks

ASR Group Non-ASR Group Control Group

Tasks Pronunciation

activities using

mobile ASR app

(reading words and

expressions

Reading the same

words and

expressions as ASR

group + conversation

with teacher

Conversations with

teacher

Focus Phonemes /y/ +

distractors

Phonemes /y/ +

distractors

None (oral

proficiency)

Feedback Mobile ASR (written

visual feedback)

Teacher (oral

feedback)

None

Duration 5 weekly mobile

ASR-based activities

(20 mins. per week)

5 weekly individual

sessions (20 mins.

per week)

5 weekly individual

sessions (20 mins.

per week)

in open (CV; n=10) and closed (CVC; n=10) syllabic environments. Figure 2

shows the CAN-8 interface illustrating a production task.

TABLE 2

Production task: Words and phrases

assume musique surtout

azur numéro tu

chute particule ultime

culture perdu unanime

défendu plu une

fumes pulvérise vu

lune

In the perception task, the participants listened to 45 monosyllabic “French”

pseudowords containing the vowels /y/, /u/ and /i/ (15 instances of each vowel;

e.g. foupe, fuppe, fippe). Pseudowords were used to avoid frequency and fa-

miliarity effects (e.g. some participants could select tu as containing /y/ sim-

ply because of their familiarity with this word). The task followed a 4-item

multiple-choice format, with each alternative representing one of the relevant

three vowels and “I don’t know” to avoid random selection. After listening to

a word, participants were asked to choose the alternative that corresponded to

what they heard. Figure 3 illustrates the interface of the perception task.
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FIGURE 2

Example of production task

FIGURE 3

Example of perception task
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Analysis

To assess the students’ production, two bilingual francophone RAs (students

in applied linguistics with strong knowledge of phonetics and phonology) lis-

tened to each student’s recordings and determined whether the pronunciation

of /y/ was correct or incorrect. In the case of divergence, a member of our

team listened to those occurrences and made the decision. In total, there were

1,680 occurrences of /y/ and the inter-rater reliability was 88.7 (1,490/1,680).

As for the assessment of the students’ perception, this was done automatically

by CAN-8, which was programmed to assess each response as correct or incor-

rect. For the statistical analysis of the data and to test for differences among

the three groups in the pretest and posttest, a one-way ANOVA was performed

at each time for production and perception. To test for differences within each

group over time, dependent samples t-test were carried out comparing pretest

to posttest performances for each group.

Results

The general descriptive statistics of the analysis for /y/ production and percep-

tion appear in Table 1. It presents the mean scores (M) of accurate production

and perception as well as standard deviations (SD) across the two tests (Pre and

Post) and the three groups under consideration (ASR, Non-ASR and Control).

Because there were ten tests performed, the alpha level had to be adjusted and

set at .005 (.05/10 tests). Overall, the results of the one-way ANOVA indicate

that there are no differences among the three groups either in the pretest or the

posttest in both /y/ production (F (2, 39) = .95, p = .392 and F (2, 39) = .90, p

= .413 in pre and posttest respectively) and /y/ perception (F (2, 39) = 1.57, p

= .221 and F (2, 39) = .32, p = .731 in pre- and posttest, respectively).

To test for differences within each group over time, dependent samples

t-test were carried out comparing pretest performance to posttest performance

for each group. In this analysis, only the ASR Group improved significantly

from pretest to posttest in /y/ production (p < .001) and no group improved in

/y/ perception. We will now discuss each of these sets of results.

/y/ production

The first research question asked: Does ASR-based pronunciation practice us-

ing a mobile device improve French L2 /y/ production? According to the re-

sults from the dependent samples t-tests, only the ASR group improved signif-

icantly from pretest to posttest (p < .001). This indicates that learners who

received instruction via the mobile ASR application learned how to produce

French /y/ in a more target-like manner than those who received teacher-based

input and feedback (Non-ASR) or no input or feedback whatsoever (Control).
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TABLE 3

Descriptive statistics for /y/ production and /y/ perception over time, across three

groups (Mean scores)

Production Perception
n = 20 n = 15

ASR Non-ASR Control ASR Non-ASR Control

Test M SD M SD M SD M SD M SD M SD

Pre 7.07 5.51 9.79 3.98 8.43 5.86 8.07 3.64 9.64 3.67 10.29 2.81

Post 10.71 4.23 11.86 3.98 9.50 5.53 9.93 2.89 10.29 3.77 10.93 3.40

FIGURE 4

/y/ production results

For illustrative purposes, the results for production are presented in Figure 4,

where the values illustrate the mean scores for accurate /y/ production.

/y/ perception

The second research question asked: Does ASR-based pronunciation practice

using a mobile device improve French L2 /y/ perception? The results of the

dependent samples t-tests indicate that despite slightly greater gains for the

ASR group, the three groups behaved in a similar way (pre/posttest differences:

ASR: p > .05; Non-ASR: p > .38; Control: p > .37). This indicates that the

group that received ASR-based treatment was not able to extend the newly

acquired knowledge detected in production to perception.
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Discussion and concluding remarks

The main goal of this study was to explore the use of ASR software on mobile

devices as a pedagogical tool to improve the learning of L2 French pronuncia-

tion. More specifically, our study investigated the effects of ASR-based practice

on the acquisition of French /y/ in production and perception.

With regards to production, the results indicate that, similar to what is ob-

served in the ASR literature, the use of speech recognition appears to have

a positive effect on the acquisition of phonology (e.g. Dalby and Kewley-

Port, 1999; Mostow and Aist, 1999; Neri et al., 2008). We attribute these

learning gains to a variety of factors that include insights from the general

SLA/CALL literature, including Chapelle’s (2001) ideas about input enhance-

ment and computer-aided interaction (e.g. /y/ pronunciation is reinforced via

orthography, input manipulation and repetition among ASR users), the effects

of an explicit focus on the target form (Dabaghi, 2010; Dekeyser, 1993), im-

mediate feedback (Rosa and Leow, 2004), multiple opportunities for learn-

ing (Christison, 1999; Chun and Plass, 1996), and the game-like approach to

teaching afforded by mobile technologies (Bruff, 2009). Lastly, mobile ASR

technology ascribes to Chapelle and Jamieson’s (2008) suggestions for select-

ing pronunciation software to develop speaking skills (based on research by

Hardison, 2004, 2005; Derwing, Munro and Wiebe, 1998; MacDonald, Yule

and Powers, 1994): learner fit, potential for explicit teaching, opportunities

for interactions with the computer, comprehensible feedback, and strategy de-

velopment to guide students to start learning new L2 features on their own.

Evidently, we are aware that the observed gains could also be caused by the

effect of the adoption of a new technology, increasing interest and motivation

of the students (Clark, 1983; Strambi, 2001; Warschauer, 1996).

Regarding perception, our results indicate that L2 learners were not able

to transfer the acquired knowledge about /y/ into perception. We attribute the

results to at least two main factors. Firstly, it is possible that the total of 1.5

hours of instruction were not sufficient for learners to acquire /y/ in percep-

tion. Secondly, we admit that we were originally optimistic to conjecture that

a focus on production could translate into gains in perception. Along the lines

of Goto (1971), Henly and Sheldon (1986), Sheldon (1985), our findings seem

to suggest that speech production can sometimes precede its perception, as

the participants in the ASR group improved only in the former. We are aware

that it is premature to arrive at generalizable conclusions due to some of the

limitations of the study (e.g. small number of participants, short duration of

training sessions and treatment, heterogeneous groups of participants whose

first languages differed, and the focus on one single phoneme). Despite these

limitations, and based on the general trends observed (e.g. the ASR group did

outperform the other two groups, but not significantly), we are optimistic about
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the potential of ASR for the development of speech perception.

In sum, based on the findings of our study, we believe that ASR software

on mobile technology should be further explored as a potential complement for

pronunciation activities conducted in the language classroom. For instance, a

teacher could emphasize meaningful communicative tasks in the classroom, as

recommended by L2 pedagogues (e.g. Littlewood, 2004; Nunan, 2004), and

assign the repetitive ASR-based activities for personalized homework assign-

ments. Accordingly, we believe that ASR can and should be used in the lan-

guage learning environment because: (1) It has the potential to improve L2

learners’ pronunciation; (2) It can relocate resources so that classroom time is

used exclusively for communicative activities, as mentioned above; (3) It ac-

commodates a wider variety of learners (e.g. spatial or visual learners — those

who could benefit the most from the visual interactions afforded by speech

recognition software; Gardener, 1983); and, finally, according to the question-

naires and the interviews that we conducted with participants, (4) It was eval-

uated very positively, as the participants believed ASR helped them improve

their pronunciation due to the immediate visual feedback that it provides as

well as its portability and usability.
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